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Please note

IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal
without notice and at IBM’s sole discretion.

Information regarding potential future products is intended to outline our general product direction
and it should not be relied on in making a purchasing decision.

The information mentioned regarding potential future products is not a commitment, promise, or
legal obligation to deliver any material, code or functionality. Information about potential future
products may not be incorporated into any contract.

The development, release, and timing of any future features or functionality described for our
products remains at our sole discretion.

Performance is based on measurements and projections using standard IBM benchmarks in a
controlled environment. The actual throughput or performance that any user will experience will vary
depending upon many factors, including considerations such as the amount of multiprogramming in
the user’s job stream, the 1/O configuration, the storage configuration, and the workload processed.
Therefore, no assurance can be given that an individual user will achieve results similar to those
stated here.




NOTICE AND DISCLAIMER

© 2022 International Business Machines Corporation. No part of this
document may be reproduced or transmitted in any form without
written permission from IBM.

U.S. Government Users Restricted Rights — use, duplication or
disclosure restricted by GSA ADP Schedule Contract with IBM.

Information in these presentations (including information relating to
products that have not yet been announced by IBM) has been reviewed
for accuracy as of the date of

initial publication and could include unintentional technical or
typographical errors. IBM shall have no responsibility to update this
information. This document is distributed “as is” without any warranty,
either express or implied. In no event, shall IBM be liable for any
damage arising from the use of this information, including but not
limited to, loss of data, business interruption, loss of profit or loss of
opportunity. IBM products and services are warranted per the terms
and conditions of the agreements under which they are provided.

IBM products are manufactured from new parts or new and used parts.
In some cases, a product may not be new and may have been
previously installed. Regardless, our warranty terms apply.”

Any statements regarding IBM's future direction, intent or product
plans are subject to change or withdrawal without notice.

Performance data contained herein was generally obtained in a
controlled, isolated environments. Customer examples are presented

as illustrations of how those customers have used

IBM products and the results they may have achieved. Actual
performance, cost, savings or other results in other operating
environments may vary.

References in this document to IBM products, programs, or services
does not imply that IBM intends to make such products, programs or
services available in all countries in which IBM operates or does
business.

Workshops, sessions and associated materials may have been prepared
by independent session speakers, and do not necessarily reflect the
views of IBM. All materials and discussions are provided for
informational purposes only, and are neither intended to, nor shall
constitute legal or other guidance or advice to any individual
participant or their specific situation.

It is the customer’s responsibility to insure its own compliance with
legal requirements and to obtain advice of competent legal counsel as
to the identification and interpretation of any relevant laws and
regulatory requirements that may affect the customer’s business and
any actions the customer may need to take to comply with such laws.
IBM does not provide legal advice or represent or warrant that its
services or products will ensure that the customer follows any law.
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The Impact of to Your Business
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64% of organizations require that
their databases deliver a minimum
of 99.99% or better uptime for their
most mission critical applications

* ITIC Paper "Two-Thirds of Corporations Now Require 99.99% Database Uptime,
Reliability ", Laura DiDio, July 10t, 2013
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95%

52 minutes

8 hours, 45 minutes
3.65 days
18.25 days




Db2’s five 9s solution is pureScale

Q E!astic Capacity 1\

CWorkload Consolidation |
€“e8§ Cloud-Ready |

Learning from the undisputed Gold Standard... System z




pureScale Successes at Every Geography and Every Industry
Db2 pureScale Customers - World Wide Db2 pureScale Industries - World Wide

Transportation Communication

Middle East & Africa N Utility T
South America Services Telecommunication Distribution

Education
Retail / Wholesale
Research
Media & Entertainment
Marketing
Manufacturing
Financial

Industrial Services
Healthcare Food & Services
Gaming




The New Offering

AWS Marketplace landing page
Our documentation

The Deployment Journey
Value Propositions
T-shirt size and guidance
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The Deployment Guide in IBM Documentation

Documentation

Change version

11.5

Show full table of contents

¥ Filter on titles

Developing code for accessing
and managing data

Database reference content

Db2 Connect overview

Db2 for cloud service providers
Db2 on AWS
Db2 pureScale on AWS

Db2 containerized deployments

Db2 Migration Service

IBM Cognos Analytics 11.1

Federation
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Db2 / 115 / & Feedback = Product

Db2 pureScale on Amazon Web Services (AWS)

Last Updated: 2022-07-22

You can run a Db2 pureScale cluster as a self-managed service on AWS.

This self-managed service is available through AWS Marketplace,lleveraging the Bring Your Own License model.

For more information, download the guide[Deploy'\ng IBM® Db2 pureScale with TCP/IP private network on AWS. ]
\

Parent topic: Goal: R -{>

—> Db2 for cloud service providers * move all content in the PDF
directly into IBM
Documentation in future
release

Table of Contents
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Extreme capacity.
Continuous

Application

Use cases.

Cluster readiness from to minute:

simplified
“Fastpass” to new Dbz levels validation with dramatic lower TCO
Lower cost with S3

Disaster Recovery with extreme ease
bl skills

D Overview.

Single Availability Zone (AZ) D

Multiple Availability Zones (AZs) D
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Supported Regions

Prerequisites and Requirements

Technical prerequisites for

Host

Operating System Level

Db2 version

TSA, RSCT, and Spectrum Scale level
Cluster interconnect

Network Interface:

Storage

Skills and

AWS account

Resource quota:

Archit e Diagre

Security

Root Privilege

1AM roles for administrating and using the Db2

$3 buckets access

Authentication keys used by the process

Costs.

AWS services

Software license:

Sizing

Assets

D Steps
Set Up Client Connectivity via AWS Transit Gateway

Health Check

Backup and Recover

Routine

Support.

FAQ



https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws

The offering in AWS Marketplace

s aws marketplace

About ¥

Categories v Delivery Methods v Solutions v AWSIQ v

Db2 pureScale

IBM Data and Al ('

mission critical workloads with continuous availability, application transparency, and shared

v Show more

Linux/Unix

Overview

Product Overview

Mission critical workloads require continuous availability at scale. With best-in-
class failure detection and recovery, eliminate unplanned downtime while
achieving high performance with IBM® Db2® pureScale®. pureScale® leverages
the IBM® Db2® parallel sysplex architecture, providing mainframe-class
continuous availability that runs anywhere, whenever you need it. pureScale®
enables shared cluster scale out, starting with a small cluster, and allowing you
to grow your workloads as much or as little as you need. With IBM® Db2®
pureScale® there are no application changes to make, data to redistribute, or
performance tuning to do. Provide application transparency through automatic
load balancing across all active members. Achieve optimal resource utilization at
all times, which helps to keep application response times low, while reducing the
risk and cost of application changes. Start building more, while managing less.

Version
By IBM Data and Al &'

Categories Databases & Analytics Platforms &'

Databases (&'
Operating System Linux/Unix, SUSE 12 SP5

Delivery Methods CloudFormation Template

Resources v

Hello

Your Saved List Partners  Sell in AWS Marketplace ~ Amazon Web Services t

Continue to Subscribe

Save to List

The IBM® Db2® pureScale® on AWS feature eliminates unplanned downtime by providing your

Typical Total Price
$2.165/hr

i
View Details

Highlights
o Cluster of any size ready in minutes.
« Dramatic reduction in total cost of ownership.

« Disaster Recovery with extreme ease.

Pricing Information

Use this tool to estimate the software and infrastructur
will be reflected on your monthly AWS billing reports.

Estimating your costs

Choose your region and fulfillment option to see the
madify the estimated price by choosing different inst

Region

US East (N. Virginia)
Fulfillment Option

Db2 pureScale on AWS
Software Pricing Details

Db2 pureScale

Infrastructure Pricing Details
Estimated Infrastructure Cost

vUSEast (N. Virginia)
US East (Ohio)
US West (N. California)
US West (Oregon)
Canada (Central)
EU (Frankfurt)
EU (Ireland)
EU (London)
EU (Stockholm)
Asia Pacific (Hong Kong)
Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Seoul)
Asia Pacific (Tokyo)
Asia Pacific (Mumbai)
Middle East (Bahrain)

/our usage and costs might be different from this estimate. They

The table shows current software and infrastructure pricing for services hosted in US East
(N. Virginia). Additional taxes or fees may apply.

Use of Local Zones or WaveLength infrastructure deployment may alter your final pricing.
Db2 pureScale
$0 /hr > EC2 Instance type.

c6i.dxlarge

c6igxlarge

$11205/month using 5x
c6i.12xlarge instance(s) >

© irdarge
*V

<6i.16xlarge

:}{J® Available for customers with current licenses purchased via other

channels.

Usage Information
Fulfillment Options

Db2 pureScale on AWS
CloudFormation Template

This pureScale cluster deployment sets up three Db2 members (five for the largest
deployments) and two CFs, in a newly created VPC. Applications can connect to the pureScale

Additional Resources
Introduction to Db2 pureScale &
Overview of Db2 pureScale on AWS '

FAQ for Db2 pureScale on AWS (see end of document) ('

cluster from within this VPC, from other VPCs or via VPN through the VPC transit gateway.

~ View Template Components
~ View usage instructions

~ View CloudFormation Template

End-user license agreement

By subscribing to this product you agree to terms and conditions outlined in the product End

User License Agreement (EULA) ('

CloudFormation Template

AWS CloudFormation templates are JSON or YAML
formatted text files that simplify provisioning and
management on AWS. The templates describe the service
or application architecture you want to deploy and AWS
CloudFormation uses those templates to provision and
configure the required services (such as Amazon EC2
instances or Amazon RDS DB instances). The deployed
application and associated resources is called a “stack”.
Learn more (&'



https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby

The Deployment Journey

& aws marketplace
oo~
Db2 pureScale

18M Data snd AI 7

Continue to Subscribe

Save to List

Create stack

The 18M° Db2* pureScale® on AWS feature eliminates unplanned downtime by providing your Prerequisite - Prepare template
labi hared

~ Show more
Linux/Unix

Overview

Product Overview

Mission critcal workloads require continuous availability 3¢ scale. With best-in-

and recovery

achieving P
the I8MO D529 paralel sysplex architecture, providing mainframe-class

$2.165/hr

ighlights

« Cluster of any size eady in minutes.

scale out,starting with 3 small c  alowing you

o grow your workloads as much or s ltte as you need. With [BM® Db2®
pureScale® there are no application changes data to redistrbute, or
performance tuning to do. rovide application transparency through automatic

" L resource utlzation at

altimes, sp ",
visk and cost o application changes. Start building more, while managing less.

Version 1
18M Data and AICE

Databases & Analytics Platforms
Databases

Linue/Unix, SUSE 12 5P

Delivry Methods CloudFormation Template

Pricing Information

Use thistool o,

based an your conf

. in total cost of ownership.

« Disaster Recovery with extreme ease.

Your usage and costs might be diffrent from this estimate. They

willbe eflected on your monthly AWS billing reports

Estimating your costs

se your region and fulilment option to see the pricing detals. Then,

madify the estimated price by choosing different instance type
Region

Us East (N. Virginia)
Fulfllment Option

Db2 purescale on AWS.

Software Prcing Det:

Db2 purescale

Infrastructure Pricing Detals

Estimated Infrastructure Cost

Availabe forcustomerswithcurentcenses purchased via othr
channes

$0/hr >

$11205/month using 5x
c6i124arge instance(s) >

st of Loca Zone o WaveLength nfratructur deployment may stryour il prcing.
Dbz purescale
52 nstance e o
cidiarge s0805
coisiarge a 1485

coiznorge e

cirenlarge 2815
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Spedty template

Specify stack details

WS seviens | Q Seorch forser

W\C B2 B Clowdrormston 8 AWS CostElorsr

© rewe2

Experience

£C2 Dashboard
EC2 Global Vi
Events

Limits

nstance Types

Instances (10) ifo

o a
1 Name
" poawss
po-aws:3

ps-aws-4

poaws2

pe-aws-1

po-aws-d

pe-aws 3

Launch Templates peaws2

Spot Requests

Savings Plans

pe-aws 1

peawss

Reserved Instances

EC2 instance status

teatures logs docs,and more

R Rr—

Instance state

1074193chadsbAh02
.09035529a530e818
Lo2z02751381285478
Loc0codfeOr21S60:
Lo7zbcesscasicstc
01 TagsTASd3SC2404
01 reGafeseTSSSTS
[ ——]

0sfa317TbGeecaeza

@running

Instance type
csiadarge
csiadarge
csiuarge
csidniarge
coiduiarge
ceiduiarge
ceiduiarge
ceiduiarge
coidutage

cointage

Status check

212 checks passed. Noalamms
212 checks passed. Noalamms
©2/2 checks passed Noalarms

©2/2 checks passed Noalarms

@i
@i
@i
@i
@i

+
+
+
+
@272 chacspassec Nostarms +
+
+
¥
I
¥

Review dfadfa
Step 1:Speciy tmplate
Template

Step 2: Specly stack detals

B & 0

= Instance siate v | Acions v |

Alarmstatus  Avalabilty Zone Publc 1Pvd ONS

wseast1a 2:54-209-85-127 0.

weast1a 2:5.80-258-84.comp.

weast1a 2821212216200,

[e— . 2-34-229-210- 8.,

[e—. 218212157226 .

g Noslarms weast1a 2522052041710,

g Noalarms weast1a c2:50-19:78-195 com.

g Noalarms [r—. 2-100-24-39-192.c0.

g Noalarms wseast1a ec2-54-257-64.247.c0

g Noalams wseast1a c2-54-196-74-185.c0.

N.Viiia

Public P4
5420986127
58025884

re212122162
4220210148
18212157226
2203200171
501978195

1002439192
s423760207

5419674185

btmp-20220804.x2
btmp-20220805.x2
btmp-20220806.x2
btmp-20220807.x2
chrony
ps-aws-1:/var/log

ykalee — ssh 3.144.12.129 -| root — 86x24

messages
messages-20220503.
messages-20220511.
messages-20220518.
messages-20220525.
# su - db2instl

xz
xz
xz
xz

zypp
zypper.log
zypper.10g-20226426.x2

db2inst1@ps-aws-1:~> cat sqllib/db2nodes.cfg
© ps-aws-3.us-east-2.compute.internal @ ps-aws-3-ethl - MEMBER
128 ps-aws-1.us-east-2.compute.internal @ ps-aws-1-ethl - CF
db2inst1@ps-aws-1:~> db2instance -list
™

TYPE
ALERT

MEMBER

ps-aws-1
ps-aws-3

STATE

PARTITION_NUMBER

HOME_HOST
LOGICAL_PORT

STOPPED

STOPPED

STATE
ACTIVE
ACTIVE

db2inst1@ps-aws-1:~>

ps-aws-3
e

ps-aws-1
e

INSTANCE_STOPPED

NO
NO

NETNAME

CURRENT_HOST

ps-aws-3

ps-aws-3-ethl

ps-aws-1

ps-aws-1-ethl

ALERT

NO
NO



https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby
https://us-east-1.console.aws.amazon.com/ec2/v2/home?region=us-east-1

User Experience (without Automation)

Provisioning
AWS Resources

|||.

Configure Multi-
Attach Volumes

Deployment Guide — Configuring AWS Resources

*1 x Virtual Private Cloud (VPC)
*IPv4 CIDR 10.0.0.0/16
*1 x Internet Gateway
1 x Route Table
2 x Subnets
*One public subnet with IPv4 CIDR 10.0.0.0/24
*One private subnet with IPv4 CIDR 10.0.1.0/24
*1 x Network Access Control List (ACL)
*1 x Security Group
* Allow traffic between public+private subnets
* SSH port open
*5 x EC2 Instances, with the following per instance:
1 x EBS Volume
*1 x Elastic IP
2 x Network Interfaces
*One part of public subnet
*One part of private subnet
*EBS-Optimized
*Clustered Placement Group
*4 x EBS Multi-Attach Volume
*(Optional) 4 x EBS Snapshot

Deployment Guide — Installing Db2

© Nk WN =

9.

10.

11

15

17
18

Configure root access (ssh) for EC2 instances
Generate ssh key pairs for passwordless ssh
(Optional) Change root password for instances
Install and enable multipath

Configuring /etc/hosts

Enabling passwordless ssh

Update zypper repositories

Installing required packages for Db2: patch make
libgomp1 kernel-source kernel-headers m4 gcc-c++
cpp gcc chrony mksh

Rebooting All Hosts

Configuring Known Hosts

. Transferring Install Image to all hosts (BYOL)
12.
13.
14.

Extracting Install Image on all hosts
Installing Db2 on all hosts (Db2_install)
Creating Spectrum Scale Cluster (mmcrcluster)

. Accepting Spectrum Scale License
16.

Creating Spectrum Scale NSD (Stanza, mmcrnsd)

. Starting Spectrum Scale (mmstartup)

. Creating Spectrum Scale File System (mmcrfs)
19.
20.

Creating Db2 Users and Groups
Creating Db2 Instances (db2icrt, db2iupdt)

Total Time - Approximately 2-3 Hours

Installing
Db2 pureScale

i
7]

le‘nmrﬂ

Setup
database/
Restore existing




User Experience (with Automation)

Specify Non-Default L
Setup

Deployment Parameters
database/

. Deployment Type: XS/S/M/L Restore existing
. Root password

. Availability Zone

. SecurityGroupCIDR: 0.0.0.0/0 Seamless Db2 pureScale + Spectrum Scale Installation

. SSH Keypair: mykey.pem

~ 36 AWS Resources + Configuration

Total Time - Approximately 40 Minutes for 3 members and 2 CFs




~ Up & Running

Cmrrcvﬁ"'é —=

[l =]

pson-prem L ¥ Daylq) to Week(c) =

B Choose Pre-canned
configs with
9 " predictable
Xs S M L

throughput
pSon AWS

.

DB setup & Data
loading

Application
Validation

O O ———

DB setup & Data
loading

Application
Validation

A Pevolut imm}y

(%377 erience

with new and/or existing use cases

HADR
Instrumentation
with 2 clicks

Cluster New Db2
Redeployment Validation
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J
marketplace

Skills from on-premises experiences

Management
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Deployment Cluster size and throughput guidance

X-SMALL SMALL MEDIUM
(c6i.4xlarge) (c6i.8xlarge) (c6i.12xlarge)

3 Member + 2 CFs 3 Member + 2 CFs 3 Member + 2 CFs

>

16 CPU

32 Gb RAM
5000 IOPS

Up to 12.5 GbE

o
¢

48 CPU

96 Gb RAM
7000 IOPS

18.75 GbE

32 CPU

64 Gb RAM
5000 IOPS
12.5 GbE

X/
L X4

X/ X/ X/
LS X I X 4
X/
L X4

X/

X4

& X/ X/ X/

L X X R X QI X4
>

L)
X/
*

L)

70,000 300,000

110,000 190,000 440,000

On-premises
4 Member + 2 CFs

20 CPU

192 Gb RAM
Comparable IOPS
10 GbE

LARGE
(c6i.16xlarge)

5 Member + 2 CFs

64 CPU
128Gb RAM
10000 IOPS
25 GbE

X/ X/ X/
LSO X I X4

>

o
hS

350,000
770,000




Instance setting, conventions

Example of a XS, S, and M deployment:

db2instil@ykalee-oregon-1:~> db2instance -list

ID TYPE
MEMBER
MEMBER
MEMBER
CF
CF

STOPPED
STOPPED
STOPPED
STOPPED
STOPPED

HOME_HOST

ykalee-oregon-3
ykalee-oregon-4
ykalee-oregon-5
ykalee-oregon-1
ykalee-oregon-2

CURRENT_HOST

ykalee-oregon-3
ykalee-oregon-4
ykalee-oregon-5
ykalee-oregon-1
ykalee-oregon-2

ALERT

PARTITION_NUMBER

LOGICAL_PORT

NETNAME

ykalee-oregon-3-ethl
ykalee-oregon-4—-ethl
ykalee-oregon-5-ethl
ykalee-oregon-1-ethl
ykalee-oregon-2-ethl

INSTANCE_STOPPED

/_/

Append “-eth<#>" to the hostname.

ACTIVE
ACTIVE netnames
ACTIVE

ykalee-oregon-1 ACTIVE .
ykalee-oregon-3 ACTIVE

o]0) byRalee—oregon—-1:~>

ykalee-oregon-5
ykalee-oregon-4
ykalee-oregon-2

/etc/hosts

pureScale Hostnames for Public Subnet

0 ykalee-oregon-1.us-west-2.compute.internal
0 ykalee-oregon-2.us-west-2.compute.internal
.0. ykalee-oregon-3.us-west-2.compute.internal
0
0

hostnames
ykalee-oregon-1
ykalee-oregon-2
ykalee-oregon-3
ykalee—-oregon-4
ykalee-oregon-5

User specifies a common base name of all hostnames as one of
the give mandatory parameters before deployment

ykalee-oregon—-4.us-west-2.compute.internal
ykalee-oregon-5.us-west-2.compute.internal

Deployment appends “—<#>" to it starting with 1 for CF 128,

followed by 2 for CF 129. First member starts with 3 and so on. pureScale Hostnames for Private Subnet
ykalee-oregon-1-ethl.us-west—2.compute.internal
ykalee-oregon-2-ethl.us-west-2.compute.internal

1 ykalee-oregon-1-ethl
1

. ykalee-oregon-3-ethl.us-west-2.compute.internal

1

1

ykalee-oregon-2-ethl
ykalee-oregon-3-ethl
ykalee-oregon—-4—ethl
ykalee-oregon-5-ethl

ykalee-oregon—4-ethl.us-west-2.compute.internal
ykalee-oregon-5-ethl.us-west-2.compute.internal




The Architecture

* 100,000’ view
* On-premises Vs Cloud

» Disaster Recovery solution
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AWS entity, setup by

Architecture Diagram (1 AZ) client following

deployment quide

Customern Gateway

Corporate data center @ Private subnet ) I
C2 instance Same client
—= E

Transit Gateway

setup as on-

i ENI H
: : remises
T @ VPN Connection Client Driver p

: db2dsdrivers.cfg,
E B ‘ etc.
_

Route Table
(Route propagation enabled)
[ ]

Private subnet

Security group Security group ecurity group Security group

EC2 ia > |
conten ( N
(&)

E =

One-Click
Primary CF Secondary CF Member 0 Member N

Deployment
p y B s a e E i B e

A

00

E Multi-Attach



https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws

@ On-premises Architecture \iZS Cloud Architecture .

Clients q Clients ?
Corporate TCP/IP network

Single view Single view

,//

%




Client connect anywhere ... see single database

» Clients connect into any member * No change functionally and Db2 setup
» Automatic workload balancing * Need to setup AWS Transit gateway for
inbound traffic outside of current VPC

Single view Corporate TCP/IP network Db2 engine runs on several host computers

/ » Co-operate with each other to provide coherent access to the database from any member

Integrated Cluster Services (CS)

» Failure detection, recovery automation, cluster FS

* In partnership with STG (Spectrum Scale, RSCT) and Tivoli SA MP (TSA) (fo be replaced by
Pacemaker later)

Cluster Interconnect between members and CFs

» Special optimizations provide low latency, »  Support Ethernet for now
high speed on RDMA-capable + RDMA equivalent in future release
interconnects (e.g. 10/40*/100Gb RoCE)

* Vanilla Ethernet also supported

o
Logs |Logs||Logs |Logs|

» Efficient global locking and buffer management

Primary CF Secondary CF

» Synchronous duplexing to secondary ensures availability
Database
Data sharing architecture

Shared access to database Same shared storage via new multi-attach
Members write to their own logs EBS support in AWS

Logs accessible from another host (used Limited to 16 host and within same region
during recovery) No support of SCSI-3 PR.

* On selected architecture(s) only




Key “Delta” between offering on cloud vs on-premises

Speed, ease of deployment Strength Full autonomy, customized config.
No up-front cost Capital Investment Huge upfront + depreciation cost

Latest within same major release “‘Any”

Intel H/W Architecture POWER, Intel, Z
RHEL or SLES OS Choices AlX, RHEL or SLES

Pre-configured size Customizable
TCP/IP RDMA, TCP/IP
Majority Node Disk tiebreaker
Disk Leasing SCSI-3 PR
HADR HADR, GDPC




The five 9s with DR cloud solution GDPC

/éionA \ /éion N \

Disaster
Recovery

(Region A
U b |

S

Goal: Leverage on-premises architecture as much as possible, preserve HA characteristics.




Support

 The 3 phases

e Common Issues

« Ongoing maintenance / updates

PURESCRILE
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The three phases

DB Setup & App
Testing

D E— - Deployment ———><— Post-Deployment —>

: » Questions on: restrictions, prerequisites, OS distros, Deployment failure. Runtime issues (same as on-
Potential ; o ; .
; Db2 versions, pricing, deployment options, premises)
issues
performance, etc.

.

Customer Avoid open against tickets against AWS. Open SF case against Db2
actions Always opens a SF case against Db2 first.

Resolve the issue. Triage and engage L3 development as needed Same as on-premises
| Db2 Support Engage L3 as needed. Triage, provide assistance,

engage L3 as needed

Fixes Db2 to work with AWS marketplace support Any changes to the Db2 or AWS backend via regular CSB
Delivery engineer to implement changes required. automation likely results in a refresh of the AMI May push out new AMI with

. that includes Db2 install image. new CSB (depending on the
Mechanism Requires AWS to push new Image out. impact)




Common Questions during Pre-deployment

\, DB Setup & App
Testing

< Pre-deployment > e In Deployment >< Post-Deployment —>

Q1: The current offering is based on TSA as cluster manager, can we deploy Pacemaker in such a way to automate the failover from

primary site to standby site ?
A: No

Q2: Can AWS EBS Snapshot be used in DR site (in a different region) ?
A: Yes, will need to suspend I/O just like on-premises via SET WRITE SUSPEND, etc.

Q3: Can altering the configuration of the ECZ2 instance after deployment, such as lowering IOPS at night for cost reduction, void

support from IBM?
A: No, the cluster is under customers’ control once deployed just as on-premises. But customers should consider the impact of

change, validate it on a test environment before implementing it in production.

Q4: How many versions of Db2 will be kept in the AWS marketplace and how often will it be refreshed ?
A: Only the latest mod pack / fix pack in each major release (starting from 11.5) will be kept. It will always be refreshed at each fix
pack, mod pack, and major release boundary. It may also be refreshed due to PSIRTS or certain pervasive HIPER APAR(s).



https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws

Post-Deployment maintenance

- Placing mount points associated with database-level mount resources into maintenance mode
You can perform maintenance on a specific mount point that is associated with a database level mount resource in the TSA resource model.
Maintenance can be done without affecting the member resource's availability. This command must be run as the Db2 instance owner.

— Performing maintenance on a Db2 pureScale host
You can perform maintenance on or apply updates to a member host without affecting the availability of the databases in the Db2 pureScale instance.

Host maintenance for H/W, non-Db2 S/W, or OS

You can replace both cluster caching facilities using a rolling upgrade technique which ensures that your Db2 pureScale instance will not experience an

u rad e . outage.
pg " Adding a disk to the shared file system

After creating your shared file systems, there might be circumstances which require adding additional disks to the file system.

* Follow “Maintenance in a Db2 pureScale environment” Quiescing a member

Certain circumstances might require you to temporarily remove a member from the cluster (for example, maintenance operations).

Putting hosts into maintenance mode
The term host referenced in this page refers to a Db2 member or Db2 cluster facility (CF) residing in either a physical host or a logical partition (LPAR) on
supported platforms such as AIX. If you are applying software updates to Db2 cluster services or making changes to the server that impacts Db2, you
. . . . must put the target host into maintenance mode. You can also put a host into maintenance mode if you want to ensure that members or cluster caching

D b2 fl X paCk’ m Od paCk o r Cu m u |at|ve S pe Clal b u I Id facilities are not restarted on the host when you are making updates to the operating system or hardware on the host.
Putting a cluster into maintenance mode

u pd ate . You can put a cluster into maintenance mode when you are making updates to the operating system or hardware on the hosts in the cluster.

" Moving a Db2 member or a cluster caching facility

There are a number of reasons to move a Db2 member or a cluster caching facility from one host to another. This task outlines a number of possible

° Follow “Applvinq fix Dacks in Db2 Du reSCaIe environ ments” scenarios and some additional factors to consider.

Recovering from a failed db2iupdt -add or -drop operation in a Db2 pureScale environment
for' There are a number of reasons why a db2iupdt -add or -drop operation might fail, leaving the Db2 pureScale environment topology in an inconsistent
state.

Clearing resource model alerts

L4 Ofﬂ i ne u pdate proced u res In a Db2 pureScale environment, hardware- or software-related alerts can exist on the status table for members, cluster caching facilities (CFs), and for

hosts. In some cases, the alert conditions are transient so the alert field might clear itself; however, in other cases, the alert field remains set until the
administrator resolves the problem and manually clears the alert .

* Online update procedures
» Concurrent update procedures

Changes to host configuration in terms of memory or cores may be dynamic from host perspective, but
« Db2 may not recognize it until after the next instance restart

« Db2 may not recognize it at all IF the memory size is not set to automatic



https://www.ibm.com/docs/en/db2/11.5?topic=environment-maintenance-in-db2-purescale
https://www.ibm.com/docs/en/db2/11.5?topic=packs-applying-fix-in-db2-purescale-environments
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Roadmap from feature perspective

L. __________________ _3

_—Pnm—m—m—
e T T

Up & Running One-click deployment from H/W to S/W
Costs AWS resources + Db2 license (BYOL)

Disaster Recovery HADR within same region; Qrep, storage HADR - cross regions
Db2 Version V11.5.6.0 V11.5.8.0

Distros/OS levels SLES 12 SP5 only

Cluster Size Boxed in cluster size - XS, S, M, L
Cluster Manager TSA

» New deployment will use 11.5.8.0

from here onwards
* Only the latest version within the
same major release will be kept.

Timeline and deliverables subjected to change

Future

Latest
Latest

Potentially add XL
Pacemaker only







