
Db2 pureScale on AWS
The New Experience

Ø pureScale refresher

Ø The New Offering

Ø The Architecture

Ø Support

Ø Roadmap

The Db2Night Show™

Alan Lee
Program Director, Data & AI, Db2 LUW Development

ykalee@ca.ibm.com @ykalee1

www.linkedin.com/in/ykalee



• IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal 
without notice and at IBM’s sole discretion. 

• Information regarding potential future products is intended to outline our general product direction 
and it should not be relied on in making a purchasing decision. 

• The information mentioned regarding potential future products is not a commitment, promise, or 
legal obligation to deliver any material, code or functionality. Information about potential future 
products may not be incorporated into any contract. 

• The development, release, and timing of any future features or functionality described for our 
products remains at our sole discretion. 

• Performance is based on measurements and projections using standard IBM benchmarks in a 
controlled environment. The actual throughput or performance that any user will experience will vary 
depending upon many factors, including considerations such as the amount of multiprogramming in 
the user’s job stream, the I/O configuration, the storage configuration, and the workload processed. 
Therefore, no assurance can be given that an individual user will achieve results similar to those 
stated here. 

Please note
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• © 2022 International Business Machines Corporation. No part of this 
document may be reproduced or transmitted in any form without 
written permission from IBM. 

• U.S. Government Users Restricted Rights — use, duplication or 
disclosure restricted by GSA ADP Schedule Contract with IBM. 

• Information in these presentations (including information relating to 
products that have not yet been announced by IBM) has been reviewed 
for accuracy as of the date of
initial publication and could include unintentional technical or 
typographical errors. IBM shall have no responsibility to update this 
information. This document is distributed “as is” without any warranty, 
either express or implied. In no event, shall IBM be liable for any 
damage arising from the use of this information, including but not 
limited to, loss of data, business interruption, loss of profit or loss of 
opportunity. IBM products and services are warranted per the terms 
and conditions of the agreements under which they are provided. 

• IBM products are manufactured from new parts or new and used parts. 
In some cases, a product may not be new and may have been 
previously installed. Regardless, our warranty terms apply.” 

• Any statements regarding IBM's future direction, intent or product 
plans are subject to change or withdrawal without notice. 

• Performance data contained herein was generally obtained in a 
controlled, isolated environments. Customer examples are presented 

as illustrations of how those customers have used
IBM products and the results they may have achieved. Actual 
performance, cost, savings or other results in other operating 
environments may vary. 

• References in this document to IBM products, programs, or services 
does not imply that IBM intends to make such products, programs or 
services available in all countries in which IBM operates or does 
business. 

• Workshops, sessions and associated materials may have been prepared 
by independent session speakers, and do not necessarily reflect the 
views of IBM. All materials and discussions are provided for 
informational purposes only, and are neither intended to, nor shall 
constitute legal or other guidance or advice to any individual 
participant or their specific situation. 

• It is the customer’s responsibility to insure its own compliance with 
legal requirements and to obtain advice of competent legal counsel as 
to the identification and interpretation of any relevant laws and 
regulatory requirements that may affect the customer’s business and 
any actions the customer may need to take to comply with such laws. 
IBM does not provide legal advice or represent or warrant that its 
services or products will ensure that the customer follows any law. 

NOTICE AND DISCLAIMER
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pureScale refresher

• The “Why”
• The “What”
• The deployment base
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The Impact of Downtime to Your Business
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Damaged 
Reputation Lost 

Revenue

Reduced IT / 
Employee 

Productivity
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End-User 

Productivity
Reduced 

Company / 
Shareholder 

Value

Breach of 
SLA / 

Contract

Customer 
dissatisfact-

ion

Loss of 
market 
share to 

competitors

Negative 
Press

Availability Downtime per Year
99.999% 5 minutes

99.99% 52 minutes

99.9% 8 hours, 45 minutes

99% 3.65 days

95% 18.25 days

64% of organizations require that 
their databases deliver a minimum 
of 99.99% or better uptime for their 
most mission critical applications *

* ITIC Paper "Two-Thirds of Corporations Now Require 99.99% Database Uptime, 
Reliability ", Laura DiDio, July 10th, 2013

95?
99?

99.9?
99.99?

99.999 ?



Db2’s five 9s solution is pureScale
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Learning from the undisputed Gold Standard... System z



pureScale Successes at Every Geography and Every Industry
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Communication
Distribution

Education

Financial

Food & Services

Gaming

Government
Healthcare

Insurance
Industrial Services

IT Services

Manufacturing

Marketing
Media & Entertainment

Research
Retail /  Wholesale

Services Telecommunication
Transportation

Utility

Db2 pureScale Industries - World Wide

ASEAN

ANZ

Greater 
China Group

Japan

Europe

North America

South America
Middle East & Africa

Db2 pureScale Customers - World Wide



The New Offering

• AWS Marketplace landing page
• Our documentation
• The Deployment Journey
• Value Propositions
• T-shirt size and guidance

8



9

The Deployment Guide in IBM Documentation

Goal: 
• move all content in the PDF 

directly into IBM 
Documentation in future 
release

https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws
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The offering in AWS Marketplace

https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby
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The Deployment Journey
AWS Marketplace One-click Deployment DB Setup & App Testing

EC2 instance status

https://aws.amazon.com/marketplace/pp/prodview-fyclwzxhlopby
https://us-east-1.console.aws.amazon.com/ec2/v2/home?region=us-east-1


12

User Experience (without Automation)

Provisioning
AWS Resources

Installing
Db2 pureScale

Configure Multi-
Attach Volumes

EBSEC2

•1 x Virtual Private Cloud (VPC)
•IPv4 CIDR 10.0.0.0/16

•1 x Internet Gateway
•1 x Route Table
•2 x Subnets

•One public subnet with IPv4 CIDR 10.0.0.0/24
•One private subnet with IPv4 CIDR 10.0.1.0/24

•1 x Network Access Control List (ACL)
•1 x Security Group

* Allow traffic between public+private subnets
* SSH port open

•5 x EC2 Instances, with the following per instance:
•1 x EBS Volume
•1 x Elastic IP
•2 x Network Interfaces

•One part of public subnet
•One part of private subnet

•EBS-Optimized
•Clustered Placement Group

•4 x EBS Multi-Attach Volume
•(Optional) 4 x EBS Snapshot

1. Configure root access (ssh) for EC2 instances
2. Generate ssh key pairs for passwordless ssh
3. (Optional) Change root password for instances
4. Install and enable multipath
5. Configuring /etc/hosts
6. Enabling passwordless ssh
7. Update zypper repositories
8. Installing required packages for Db2: patch make 

libgomp1 kernel-source kernel-headers m4 gcc-c++ 
cpp gcc chrony mksh

9. Rebooting All Hosts
10. Configuring Known Hosts
11. Transferring Install Image to all hosts (BYOL)
12. Extracting Install Image on all hosts
13. Installing Db2 on all hosts (Db2_install)
14. Creating Spectrum Scale Cluster (mmcrcluster)
15. Accepting Spectrum Scale License
16. Creating Spectrum Scale NSD (Stanza, mmcrnsd)
17. Starting Spectrum Scale (mmstartup)
18. Creating Spectrum Scale File System (mmcrfs)
19. Creating Db2 Users and Groups
20. Creating Db2 Instances (db2icrt, db2iupdt)

Setup 
database/

Restore existing

Deployment Guide – Configuring AWS Resources Deployment Guide – Installing Db21

2

3

4

Total Time - Approximately 2-3 Hours
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User Experience (with Automation)

Specify Non-Default 
Deployment Parameters

~ 36 AWS Resources + Configuration

Seamless Db2 pureScale + Spectrum Scale Installation

Setup 
database/

Restore existing

1 2

Total Time - Approximately 40 Minutes for 3 members and 2 CFs

1. Deployment Type: XS/S/M/L
2. Root password
3. Availability Zone
4. SecurityGroupCIDR: 0.0.0.0/0
5. SSH Keypair: mykey.pem
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Management

HA behaviours

Minimal 
architectural 
differences

Application 
Transparency

Transferrable
Monitoring

Database Admin HA behaviours

Much Lower

Cluster 
Redeployment

New Db2 
Validation

HADR 
Instrumentation 

with 2 clicks
Test Environments

with new and/or existing use cases

Current

New

In Minutes

Cluster Sizing Effort H/W Procurement Physical Cluster 
setup Db2 Instance setup DB setup & Data 

loading
Application 
Validation

Day(s) to Week(s) 

Pre-canned 
configs with 
predictable 
throughput

Under 40 minutes !!!

Week(s) to Month(s) 

DB setup & Data 
loading

Application 
Validation

pS on-prem

pS on AWS
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Deployment Cluster size and throughput guidance

SMALL 
(c6i.8xlarge)

3 Member + 2 CFs

v 32 CPU
v 64 Gb RAM
v 5000 IOPS
v 12.5 GbE

MEDIUM
(c6i.12xlarge)

3 Member + 2 CFs

v 48 CPU
v 96 Gb RAM
v 7000 IOPS
v 18.75 GbE

LARGE
(c6i.16xlarge)

5 Member + 2 CFs

v 64 CPU
v 128Gb RAM
v 10000 IOPS
v 25 GbE

Application
Read/Write Ratio SQL Statements Per Second

70/30 70,000 125,000 300,000 350,000

90/10 110,000 190,000 440,000 770,000

X-SMALL 
(c6i.4xlarge)

3 Member + 2 CFs

v 16 CPU
v 32 Gb RAM
v 5000 IOPS
v Up to 12.5 GbE

R/W = 70/30 - yields 100,000 SQL statements per second

On-premises
4 Member + 2 CFs

v 20 CPU
v 192 Gb RAM
v Comparable IOPS
v 10 GbE
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Instance setting, conventions
Example of a XS, S, and M deployment:

hostnames
l User specifies a common base name of all hostnames as one of 

the give mandatory parameters before deployment
l Deployment appends “-<#>” to it starting with 1 for CF 128, 

followed by 2 for CF 129.  First member starts with 3 and so on.

/etc/hosts

netnames
l Append “-eth<#>” to the hostname.



The Architecture

• 100,000’ view
• On-premises Vs Cloud
• Disaster Recovery solution
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Architecture Diagram (1 AZ)

One-Click 
Deployment

Same client 
setup as on-

premises 
db2dsdrivers.cfg, 

etc.

AWS entity, setup by 
client following 

deployment guide

https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws
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Cluster Interconnect
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* On selected architecture(s) only
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Client connect anywhere … see single database 

• Clients connect into any member
• Automatic workload balancing

• No change functionally and Db2 setup
• Need to setup AWS Transit gateway for 

inbound traffic outside of current VPC

Db2 engine runs on several host computers

• Co-operate with each other to provide coherent access to the database from any member

Integrated Cluster Services (CS)

• Failure detection, recovery automation, cluster FS
• In partnership with STG (Spectrum Scale, RSCT) and Tivoli SA MP (TSA) (to be replaced by 

Pacemaker later)

Cluster Interconnect between members and CFs

• Special optimizations provide low latency, 
high speed on RDMA-capable 
interconnects (e.g. 10/40*/100Gb RoCE)

• Vanilla Ethernet also supported

• Support Ethernet for now
• RDMA equivalent in future release

Cluster caching facility (CF)

• Efficient global locking and buffer management
• Synchronous duplexing to secondary ensures availability

Data sharing architecture 

• Shared access to database
• Members write to their own logs
• Logs accessible from another host (used 

during recovery)

• Same shared storage via new multi-attach 
EBS support in AWS

• Limited to 16 host and within same region
• No support of SCSI-3 PR.

Component Side-by-Side View
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Key “Delta” between offering on cloud vs on-premises

Latest within same major release Db2 version “Any”

Intel H/W Architecture POWER, Intel, Z

RHEL or SLES OS Choices AIX, RHEL or SLES

Pre-configured size Cluster Topology Customizable

TCP/IP Cluster Interconnect RDMA, TCP/IP

Majority Node Quorum Disk tiebreaker

Disk Leasing I/O Fencing SCSI-3 PR

HADR Integrated DR options HADR, GDPC

Speed, ease of deployment Strength Full autonomy, customized config.
No up-front cost Capital Investment Huge upfront + depreciation cost
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The five 9s with DR cloud solution

AZx

…

Leverage storage replication or QREP for alternate DR sites irrespective of regions

AZ1 AZ2
Region A

(Primary) DR via 
Db2 HADR

AZ
Region B 

Goal: Leverage on-premises architecture as much as possible, preserve HA characteristics.

AZ
Region A

DR via 
Db2 HADR

AZ
Region B 

AZ
Region N 

Leverage storage replication or QREP for alternate DR sites irrespective of regions

…

AZ
Region

1
2

3

GDPC



Support
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• The 3 phases
• Common Issues
• Ongoing maintenance / updates
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The three phases

Pre-deployment In Deployment Post-Deployment

AWS Marketplace One-click Deployment DB Setup & App 
Testing

• Avoid open against tickets against AWS.
• Always opens a SF case against Db2 first.

• Triage and engage L3 development as needed
•

• Any changes to the Db2 or AWS backend 
automation likely results in a refresh of the AMI 
that includes Db2 install image.

• Requires AWS to push new Image out.

• Deployment failure.

• Open SF case against Db2

• Same as on-premises
• Triage, provide assistance, 

engage L3 as needed

• via regular CSB
• May push out  new AMI with 

new CSB (depending on the 
impact)

• Runtime issues (same as on-
premises)

• Search for answer in available documentation.
• Open SF case against Db2. 

Customer 
actions

Db2 Support
• Resolve the issue.
• Engage L3 as needed.

• Db2 to work with AWS marketplace support 
engineer to implement changes required.Fixes 

Delivery 
Mechanism

Potential 
issues 

• Questions on: restrictions, prerequisites, OS distros, 
Db2 versions, pricing, deployment options, 
performance, etc. 
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Common Questions during Pre-deployment

Pre-deployment In Deployment Post-Deployment

AWS Marketplace One-click Deployment DB Setup & App 
Testing

Note: These will be added to FAQ in deployment guide

Q1: The current offering is based on TSA as cluster manager, can we deploy Pacemaker in such a way to automate the failover from 
primary site to standby site ?
A: No

Q2: Can AWS EBS Snapshot be used in DR site (in a different region) ?
A: Yes, will need to suspend I/O just like on-premises via SET WRITE SUSPEND, etc.

Q3: Can altering the configuration of the EC2 instance after deployment, such as lowering IOPS at night for cost reduction, void 
support from IBM?
A: No, the cluster is under customers’ control once deployed just as on-premises. But customers should consider the impact of 
change, validate it on a test environment before implementing it in production. 

Q4: How many versions of Db2 will be kept in the AWS marketplace and how often will it be refreshed ?
A: Only the latest mod pack / fix pack in each major release (starting from 11.5) will be kept.  It will always be refreshed at each fix 
pack, mod pack, and major release boundary.  It may also be refreshed due to PSIRTS or certain pervasive HIPER APAR(s).

https://www.ibm.com/docs/en/db2/11.5?topic=providers-db2-purescale-aws


Post-Deployment maintenance

Host maintenance for H/W, non-Db2 S/W, or OS 
upgrade:
• Follow “Maintenance in a Db2 pureScale environment” 

Db2 fix pack, mod pack or cumulative special build 
update:
• Follow “Applying fix packs in Db2 pureScale environments” 

for:
• Offline update procedures
• Online update procedures
• Concurrent update procedures

Changes to host configuration in terms of memory or cores may be dynamic from host perspective, but
• Db2 may not recognize it until after the next instance restart
• Db2 may not recognize it at all IF the memory size is not set to automatic

https://www.ibm.com/docs/en/db2/11.5?topic=environment-maintenance-in-db2-purescale
https://www.ibm.com/docs/en/db2/11.5?topic=packs-applying-fix-in-db2-purescale-environments


Roadmap
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28 Timeline and deliverables subjected to change

Roadmap from feature perspective

GA #1 (Q2 2022)

One-click deployment from H/W to S/W
AWS resources + Db2 license (BYOL)

HADR within same region; Qrep, storage 
replicationV11.5.6.0

SLES 12 SP5 only
TCP/IP

Disk leasing (60+ secs)
Boxed in cluster size - XS, S, M, L

TSA

Categories

Up & Running
Costs

Disaster Recovery
Db2 Version

Distros/OS levels
Cluster 

InterconnectI/O Fencing
Cluster Size

Cluster Manager

Time

Future

Latest
Latest

EFA (RDMA equivalent)
SCSI-3PR equivalent (2-3 secs)

Potentially add XL
Pacemaker only

GA #2 (Q4 2022)

HADR - cross regions
V11.5.8.0

RHEL 8.6, SLES 15P3

• New deployment will use 11.5.8.0 
from here onwards

• Only the latest version within the 
same major release will be kept.
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